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ABSTRACT: 

Data mining is the field containing procedures for finding designs or patterns in a huge 

dataset, it includes strategies at the convergence of machine learning and database 

framework. It can be applied to various fields like future healthcare, market basket analysis, 

education, manufacturing engineering, crime investigation etc. Among these, crime 

investigation is an interesting application to process crime characteristics to help the society 

for a better living. This paper survey various data mining techniques used in this domain. 

This study may be helpful in designing new strategies for crime prediction and analysis. 

KEYWORDS: CRIME PREDICTION, DECISION TREES, LINEAR REGRESSION, K-

MEANS 

INTRODUCTION 

Mining of data is a method of dealing with expansive data indexes to perceive outlines and 

set up an association to handle issues through information examination[10[22] The devices 

used, allow endeavors to accept future examples. Data mining is a procedure to analyze data 

from an informational collection to change it into a reasonable structure for additional 

utilization. It predicts future patterns and also enables the organization to make the learning 

driven decision. Generally utilized strategies for mining of data are artificial neural networks, 

decision tree, rule induction, nearest neighbor method and genetic algorithm[10][11][22][23]. 

They are applied in many fields. One such interesting application is crime investigation. A 

crime is an unlawful activity for which a man can be penalized by law. Crime against a 

person is called personal crime like murder, robbery, etc. Property crime means theft of 

property. Crime analysis is a law implementation task which includes an organized analysis 

that recognizes and determines the pattern of crime. Crime can be classified into different 

types but, in this, we focused on four types of crime i.e. Fraud detection, traffic violence, 
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violent crime, web crime and sexual offense. The various techniques used for different crimes 

have been discussed with an introduction to the concerned crime. 

2. TYPES OF CRIME  

2.1. FRAUD DETECTION A fraud is misdirecting or taking unfair advantage of another. A 

fraud incorporates any act, exclusion, or concealment, including a breach of legal or equitable 

obligation or confide in, brings about the damage of other. Different types of frauds include 

check fraud, internet sale, insurance fraud and credit card fraud etc. Check fraud means 

issuance of a check when enough money is not present in account; internet sale means selling 

fake items; insurance fraud means fake insurance claimed for automobile damage, health care 

expenses and other; credit card fraudmeans obtaining credit card information from various 

means which is used for large amount of purchase without the permission of consumer.  

2.2. VIOLENT CRIMEA violent crime is a crime in which a guilty party threatens to utilize 

compel upon a casualty. This entails the two crime of rough act called target, for example, 

killing or rape. Various sorts of this crime are as follows:  

• Murdering of individual by other.  

• Murder: Deliberate slaughtering of another individual. 

 • 1st degree murder: Used to allude to a deliberate slaughtering.  

• 2nd degree murder: Used to allude to kill accidently in which the executioner shows, 

outrageous detachment to life of human.  

2.3. TRAFFIC VIOLENCE Traffic violations happen when drivers damage laws that 

manage vehicle operation on roads and highways. The increasing number of cars in cities 

causes high volume of traffic, and implies that traffic violations become more critical which 

can cause severe destruction of property and more accidents that may endanger the lives of 

the people. To solve this problem and prevent such consequences, traffic violation detection 

systems are needed.  
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2.4. SEXUAL ASSAULT Criminal attack is the risk or endeavor to physically strike a man, 

paying little respect to whether contact is really made, insofar as the casualty knows about the 

peril included. Level of Sexual assualts include:  

• Simple Sexual Assault: It includes constraining a person to participate in any type of sexual 

action without unequivocal assent.  

• Sexual Assault with a Weapon: It incorporates the utilization or danger of the utilization of 

a weapon or damage to an outsider.  

• Aggravated Sexual Assault: It happen when the casualty is truly injured, mangled, fiercely 

beaten, or in threat of passing on because of a rape.  

• Verbal assault: It is a sort of non-physical, oral ambush that outcomes in a passionate, 

mental, and additionally mental damage to the casualty, instead of physical substantial 

damage way.  

2.5. CYBER CRIMECyber-crime is the crime related to computer. It comprises of computer 

and a network for crime to occur .Offenses that are perpetrated against criminal process to 

hurt the victims by present day media transmission systems, for example, net and cell. 

Various types are web extortion, ATM misrepresentation, wire misrepresentation, document 

sharing and robbery, hacking, and so forth. Cyber-crime analysis is very important 

responsibility of law enforcement system in any country. It includes breakdown of protection, 

or harm to the PC framework properties, for example, documents, site pages or programming.  

3.CRIME DATA ANALYSIS 

Collection and analysis of crime related data are imperative to secure agencies. the use of a 

coherent methods to classify these data based on the rate and location of occurrences, 

detection of the hidden pattern among the committed crimes at different times, and prediction 

of their future relationship are the most important aspects that have to be addressed. One of 

the most popular approaches is hot spot analysis. Some of the most popular approaches used 

for this purpose of point pattern analysis and clustering/distances statistics. Another popular 

approach is the discovery of pattern or trends through various techniques from data mining, 

text mining and spatial analysis, and self-organizing maps.[1]An crime analysis tool should 
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be able to identify crime patterns quickly and in an efficient manner for future crime pattern 

detection and action. The main purpose of crime analysis is:  

 Extraction of crime pattern by crime analysis and based on available criminal information. 

 Crime recognition [3].  

 Problem of identifying techniques that can efficient and accurate. 

3.1. CRIME ANALYSIS METHODOLOGY 

The crime analysis methodologies are:- 

 Data Collection  

 Classification 

 Pattern Identification  

 Prediction  

 Visualization 

 

Fig:Crime analysis steps 
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DATA COLLECTIONThe data collection is first methodology in crime analysis. Data’s are 

collected from various different websites, news sites and blogs. The collected data is stored 

into database for further process. This is unstructured data and it is object oriented 

programming which is easy to use and flexible. Crime data is an unstructured data since no of 

field, content, and size of the document can differ from one document to another the better 

option is to have a schema less database. Also the absence of joins reduces the complexity. 

Other benefits of using an unstructured database are that:  

 Large volume of structured, semi-structured, and unstructured data.  

 Object-Oriented programming that is easy to use and flexible.  

CLASSIFICATION In this step use Naive Bayes Algorithm which is supervised learning 

method. Naive Bayes classifier is a probabilistic classifier which when given an input gives a 

probability distribution of set of all classes rather than providing a single output. One of the 

main advantages of the Naïve bayes Classifier is simple, and coverage quicker than logistic 

regression [2].Compare to other algorithm like SVM (Support VectorUsing naïve Bays 

algorithm is create a model by training crime data related to vandalism, murder, robbery, 

burglary, sex abuse, gang rape, etc. Naive Bayes is that works well for small amount of 

training to calculate the classification parameter. Estimating probability sometimes while 

checking a probability P(A) * P(B/D) *P(C/D) * P(E/D) where P(C/D)=0[2]. 

Pattern Identification A third step is the pattern identification where we have identify trends 

and patterns in crime. For finding crime pattern that occurs frequently we are using apriori 

algorithm. Apriori can be used to determine association rule which highlight general trends in 

the database. By using pattern identification it will helps to the police officials in an effective 

manner and avoid the crime occurrences in particular place by providing security, CCTV, 

fixing alarms etc. 

Crime Prediction The second Approach is predicting the crime type that might occur in a 

specific location within particular time. To predict an expected crime type is provide four 

related features of the crime. The features are: occurrence month, the occurrence day of the 

week, the occurrences time and the crime location. Prediction is stating probability of an 

event in future period time. A Classification approach is used crime prediction in data 
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miningn[1]classify areas into hotspots and cold spots and to predictive an area will be a 

hotspot for residential burglary. Variety of classification techniques are used for predicting 

the crime:-[1]  

 K-Nearest Neighbor (k-NN)  

 Decision trees (J48)  

 Support Vector Machine (SVM) 

 Neural Networks  

 Naïve Bayes and ensemble learning  

Linear Regression methods are also used for predicting the crime prediction. Based on the 

crime probability. The formula for a regression line is Y=aX + b where, Y is the predicted 

score, b is the slope of the line, and A is the Y intercept. b = r sx\syAnd the intercept (A) can 

be calculated as A=MY –bMX. 

Some Theories are used to predicting the crimes are:  

 Integrated theory  

 Biological theory  

 Psychological theory  

 Sociological theory  

 Conflict theory  

 Victimization theory  

 Choice theory Visualization  

The crime prone area can be graphically reoresented using a heat amp which indicates level 

of activity,dark colour indicates low activity and brighter colour indicates the high activity. 

Advantages of using heat map are [2].  Numerical and category based color images  

http://www.pragatipublication.com/


 Index in Cosmos 

 

UGC Approved Journal 

 
 

International journal of basic and applied research 

www.pragatipublication.com 

ISSN 2249-3352 (P) 2278-0505 (E)  

Page | 7 
 

 

Gradient color range Analyze only the data we want  Out of range data is automatically 

discarded. 

4. ALGORITHMS Our experiment choose the algorithm are  

 Instance based algorithm  

 Decision tree  

 Linear regression  

 K-means algorithm 

INSTANCE BASED ALGORITHM-The instance based algorithm is also called as tge 

machine based learning is a family of learning algorithm that, instead of performing explicit 

generalization, compares new problems instances with instance seen in training, which have 

been stored in memory. These stored their training set when predicting a value or class for a 

new instances, they compute distance training instances to make a decision. The algorithm in 

this category for numerical prediction can divided into two types: similarity- based, e.g., 

Euclidean or entropy based and regression-based e.g., LWL Since regression is one of the 

most popular methods for numerical prediction[14]. The advantages of the Instances based 

Algorithm is it over other methods of machine learning is its ability to adapt its model of 

machine learning is its ability to adapt its model to previously unseen data. Instance based 

learners may simply store a new instance or throw an old instance away. The Disadvantages 

of the instances based Algorithm are its need more storage and computational complexity.  

LINEAR REGRESSION-It is simple form of regression. Linear regression attempts to 

model the relationship between the two variables by fitting a linear equation to observe the 

data. this is widely used in statistics. For this purpose ,linear functions are used for which the 

unknown parameter i.e., weight of the independent variables, are estimated from the training 

data[1].this can be used to predict the values One of the most common estimating method is 

least mean square. Linear regression algorithms for predicting include simple regression 

multiple regression and pace regression, which is suitable for data of high dimensionality and 

only accepts binary nominal attributes.[13]. The main advantages of the linear regressions is 
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gain a far greater understanding of the variables that can impact its success in the coming 

weeks,months and years into the future.The disadvantages of the regression 

DECISION TREE Decision tree is used for both the prediction and classification 

[15][16][17][18][19][20][21] for the classification purpose a function can be learned this is 

intervals defined by splits on the individuals attributes value 

A Root node, that has incoming edges and zero or more outgoing edges.  

 Internal nodes, each of which has one incoming edges and two or more outgoing edges.  

 Leaf node or end node, each of which has exactly one incoming edge and no outgoing 

edges. For prediction purpose, the decision trees algorithm for classification have been 

adapted to output a numerical value the main difference 

K-MEANS ALGORITHM:K –means is the simplest and most commonly used portioning 

algorithm among the clustering algorithm in scientific and industrial software[3].Acceptance 

of k means is mainly due to its being simple .This algorithm is also suitable for clustering of a 

large datasets since it has much less computational complexity grows linearly by increasing 

of the data points. Advantages of the k-means algorithm are relatively simple to implement, 

Scales to large dataset, Guarantees convergence, easily adapts to new examples. 

Disadvantages of the k-means algorithm are Choosing manually, Being dependent on initial 

values, clustering data of varying sizes and density. 

CONCLUSION In this paper focused on building predictive models for crime frequencies 

per crime type per month. The crime rates in India are increasing day by day due to many 

factors such as increase in poverty, implementation, corruption, etc. The proposed model is 

very useful for both the investigating agencies and the police official in taking necessary 

steps to reduce crime. The project helps the crime analysis to analysis these crime networks 

by means of various interactive visualization.  

Future enhancement of this research work on training bots to predict the crime prone areas by 

using machine learning techniques. Since, machine learning is similar to data mining 

advanced concept of machine learning can be used for better prediction. The data privacy, 

reliability, accuracy can be improved for enhanced prediction.  
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